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ABSTRACT 
Artificial intelligence is the technology that lets a machine mimic the thinking ability of a human being. Machine 

learning is the subset of AI, that makes this machine exhibit human behavior by making it learn from the known data, 

without the need of explicitly programming it. The health care sector has adopted this technology, for the development of 

medical procedures, maintaining huge patient’s records, assist physicians in the prediction, detection, and treatment of 

diseases and many more. In this paper, a comparative study of six supervised machine learning algorithms namely 

Logistic Regression(LR),support vector machine(SVM),Decision Tree(DT).Random Forest(RF),k-nearest neighbor(k-

NN),Naive Bayes (NB) are made for the classification and prediction of diseases. Result shows out of compared supervised 

learning algorithms here, logistic regression is performing best with an accuracy of 81.4 % and the least performing is k-NN 

with just an accuracy of 69.01% in the classification and prediction of diseases. 
 

KEYWORDS: Artificial intelligence · health care · Performance · Machine learning · Supervised Learning. 

1. INTRODUCTION 
The existence of AI has been known for a long time but it was in late 1950’s   its true possibilities were explored 

[1], thereon evolving rapidly and is now well knitted into our lives. The ability of a human being to obtain 

knowledge and apply it suitably on integrating with the cognitive skills is called intelligence. Now, when this 

intelligence is made to be exhibited by a machine, its called Artificial intelligence [2,3]. 

 

AI already has its deep roots laid in the fields of image processing, robotics [4,5], data mining, text analysis and so 

on and is now revolutionizing the domain of health care with remarkably performing algorithms. These algorithms 

can predict, understand learn and can act on the data available. The exciting promise of AI in health care is also due 

to the availability of sufficient medical data   and various developed analytical techniques to work on it [6]. In the 
ongoing pandemic of COVID-19 also, this technology is essentially made use for the detection, diagnosis and for 

the patient monitoring [7,8]. 

 

Implementation of AI in health and medicine is achieved by several techniques of which machine learning, robotics 

and deep learning has its major share of contribution towards the diagnosis, assistance and collection of health 

records respectively [9-13].We are mainly  focusing on the machine learning algorithms and their role in health 

care domain. Section 2 describes the importance of data in machine learning and its organization. Section 3  deals with 

the broad categories of machine learning algorithms. Section 4 focuses on the six different algorithms of supervised 

machine learning. Section 5 discusses the performance measuring metrics of the algorithms resulting into a 

comparative analysis of the algorithm. 
 

2. MACHINE LEARNING:DATA AND ITS IMPORTANCE 
Machine learning is a form of AI that lets machine to mimic the thinking ability of humans by exploring, 

identifying, and learning from data. The algorithm builds the machine learning models to train the machine on the 

data it is fed with. As the algorithm adaptively improve their performance as the number of samples available for 

learning increases, it is important to keep a check on the reliability, accuracy and volume of data [14,19]. The data 

available exists in either structured or unstructured form. 
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Structured Data 

Structured data are the information which are stored and displayed in a well- organized manner and is also easily 

accessible. This might include attributes such as the patients’ gender, age, height and results obtained from previous 

medical examination and history of any other ailments [20]. 

 

The quality and consistency of structured data needs to be maintained, with several standards which would 

determine the way the data is recorded and stored. This may help in the data comparison, interpretation and even for 

display within the electronic medical records (EMR) of a patient. Suppose, if an EMR reads a data with two parts 

as” height 65” meaning height is 65 inches, with no proper standards the variable name may be interpreted 

incorrectly, depending upon where and who is entering the data. Therefore, the labeled data needs to be carefully 

chosen [21] 
 

Unstructured Data 

Unstructured Data lacks the data organization, thereby making it less identifiable. It may include the data like 

“patient-doctor conversation”, diagnosis images etc. [20]. The study shows that the health care data distribution is 

20% structured and 80% unstructured [15]. This calls for the need of various tools to process this unstructured 

information to make it usable. This task of processing sometimes is a challenge [17-20]. The use of unstructured 

data can achieve a new dimension in health care data analytic. The analysis of medical images might require a 

robust computational environment. This needs to be explored as medical images form a significant part of patient’s 

disease history. This may lead to an early detection and treatment helping to deliver service on time to the needy. 

 

3. CATEGORIES OF MACHINE LEARNING ALGORITHM 
As the machine learn to improvise itself from the training data without the need of being explicitly programmed, 

they may be broadly categorized into four major types of learning [21-23] 

 

Supervised Learning 

Under this Supervised learning, the algorithms are trained with labelled set of data and then applied on unlabeled 

data set to sort them into class having common traits. They are widely used for the predictive analysis of diseases 

[19]. 

 

Unsupervised Learning 
Unsupervised produces untrained algorithm, which acquires the feature learning from the unlabeled data set itself and 

uses this learning on new data set to identify the class of data. 

 

Semi-Supervised learning 

When the labeled data set available for learning is not sufficient to build the model, this algorithm also uses the 

unlabeled data to have sufficient data for training. Therefore, it exhibits the mix behavior of supervised as well as 

unsupervised learning. 

 

Reinforcement learning 

The algorithm learns to take the best possible classification action on interacting with the potentially complex 

environment, after several trial-error attempts and result evaluation [25]. Fig.1 collectively describes the defining 

features of above-mentioned learning types. 
 

4. SUPERVISED LEARNING ALGORITHMS 
As discussed, these algorithms are mainly used in the domain of health care for the disease prediction and 

diagnosis, where the model is trained first using the labelled data i.e., data with proper feature definition, and then 

applied on new data for the expected outcome [19]. All the instances of data are represented with attributes having 

a value. Supervised models predict values or labels of new instances with their given attributes [29]. Fig.2 explains 

it with an example. This has again two variants i.e., the model generating a discrete predicted value will be called 

the classification and the one generating a continuous predicted value is called regression [19]. 

 
The Six most used supervised ML algorithms are explained here for their way of classifying of data. 
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Fig. 1. Categories of machine learning 

 
Fig. 2. Example illustrating supervised machine learning 

 

Logistic Regression (LR) 

Logistic Regression is a common binary classifier used to categorize an instance into a direct ‘0’ or ‘1’ class or in 

health care terms, into a class of ‘diseased’ or ‘not diseased’ class. Extension of this algorithm called the multi 
nominal logistic regression is used to evaluate a relation between one dependent and one or more independent 

variable resulting into a probable value between ‘0’ or ‘1’, thereby raising a need to set a threshold to bring the 

outcome value nearer to the well-defined classes [26] 

 

Support Vector Machine (SVM) 

SVM is another potential classifier algorithm, which can work evidently even with small set of attributes values 

and performs the classification without making any hypothesis on the data distribution and their inter-dependency 

[27]. Classification is done by constructing a hyper plane with maximum marginal distance that separates the 

data into two distinct classes, resulting in reduced error of classification [24] 

 

Decision Tree (DT) 

Decision Tree algorithm works on the principle of nodes and branches where every node corresponds to a attribute 
in a set or group that needs to be classified and every branch refers to a value, the node can act on. Traversing 

through the nodes of the tree to test for its condition for classifying the input sample, helps in collecting more 

information about the class [29] 

 

NäiveBytes (NB) 

The architecture of this algorithm, adapts the conditional probability concepts [23] which states that the probability 

of an ‘happening’ depends upon the fore- hand knowledge of the condition in connection with the event. This 

algorithm takes in fact that no attribute in a class has inter-dependency on one another, therefore changing the 

value of one feature does not directly affect the other in the group [27] 

 

K-nearest neighbor(k-NN) 

Although this algorithm can be used in the classification as well as regression problems, study shows its more 

effectiveness in the classification problem. Here the new data is classified into the well-defined classes with its  
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predicted values from the closely matched neighboring value in the training set. The value of ‘k’ signifies, the 

number of neighbors, the new data would consider performing the classification [29]. This prediction scheme may 

also help in the disease diagnosis, by grouping the diseases showing similar symptoms. 

 

Random Forest (RF) 

These can be visualized as the collection of several decision trees. As decision- trees are sensitive with respect to 

their training data, it might incur classification error, even for small change in input data, especially when the trees 

are deeply grown. In RF, the set of inputs from the data to be classified, is sent through various DT’s and each 

DT gives its classified outcome after operating on few attributes from the input data. Then RF classifies it by 

considering either the most number of votes obtained for an outcome of DT or by taking average of trees under 

the RF [24]. 

 

Accuracy 

It is the rate of classification i.e., how accurate is the algorithm in predicting the diseases. 
 

Accuracy =
�����

�����������
=

�����

����� �
��� �� ������
                           (i) 

 

Precision 
This metric contributes towards the measurement of accuracy of an algorithm 

High precision means the instance labeled as positive is actually positive. 

 

Recall/sensitivity 

This metric defines the sensitivity or completeness of the algorithm. 

 

                       Recall/sensitivity =
��

�����
                                                   (iii) 

 

Correct classification is indicated by a high recall/sensitivity value. 

F-measure 

This helps to have a measurement that represents both of precision and recall. It is the weighted average of both 

of them.  

 

                                            F-measure =
�∗���������∗������

����������������
                                         (iv) 

 

Specificity 
It is the metric that measures the true negative values [42] 

 

Specificity =
��

�����
                                                    (v) 

 
Table 1. Performance Comparison of Algorithms (in percentage) 

Algorithm Logistic 

Regression 
(LR) 

Support 

Vector Ma- 
chine (SVM) 

Decision 

Tree 
(DT) 

Naive 

Bytes 
(NB) 

k-nearest 

)neighbor 
(k-NN) 

Random 

Forest 
(RF) 

Accuracy 81.4 73.61 75.9 72.44 69.01 79.81 

Precision 85.5 67.4 78.10 70.00 71.6 83.45 

Recall/sensitivity 82.6 77.7 70.79 68.31 71.34 81.45 

F-measure 82.8 69.1 75.71 67.5 71.8 82.3 

specificity 69.6 58.6 74.75 67.65 65.9 77.8 

 

On comparing the Logistic Regression(LR), Support Vector Ma-chine(SVM), Decision Tree(DT), Naive Bytes(NB), 

k-nearest neighbor(k-NN), Random Forest(RF) for its performance in the classification and prediction of diseases 

such as liver, heart, diabetes and all other diseases in general, logistic regression algorithm showed the best  
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performance with an accuracy of 81.4 % and a k-NN gave the poorest performance of 69.01 %. All the metrics 

here are calculated by considering the average of all individuals researches already made [31-41]. 

 

5. CONCLUSION 
As health care data is very sensitive, these algorithms needs to be chosen after a very careful investigation, for its 

different performance validating measures. Here only the broader level classification algorithms are considered. 

The variants of the algorithm considered here may yield better results. These algorithms can be subjected to other 

cross-validation techniques for its accuracy measurement. As available of unstructured data is in abundance, it 
could be a game changer in the health care domain. The need for proper overall standardization in maintaining 

digital healthcare data is an evident need 
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